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Abstract: It is very difficult for the blind and visually impaired to cope up with the world in their daily 

environment. Even though technology has increased tremendously there have not been specific and 

helpful gadgets or applications to assist them .In this paper we have put forward the idea of presenting 

an application which can extract and recognize the character from the image, which is clicked by the 

camera of an assistive device, which is a hand held object and produce an audio output. Thus it is an 

easily available and efficient system that will be able to extract and recognize each character 

independently and efficiently.  

 

Index Terms-- Unaided, Assistive devices, Handheld objects, Text extraction, Character recognition 

 

 

1. INTRODUCTION 
 
 1,100,000 people are legally blind in the US. Approximately 1 in 247 or 0.40% or 1.1 million 

people in USA. India has the largest blind population in the world [1]. Text detection and recognition in 

natural images are popular yet unsolved problems in modern technology. 

The term "scene analysis" refers to the semantic analysis of image data, often recorded outdoors. 

A simple example is traffic sign detection[13]. Often, however, they are recordings from different sources. 

One of the largest projects of the image processing department is the automatic detection of objects 

photographed with different mobile phones[2]. For the purpose of the largely parameter-free recognition of 

different objects, current research algorithms are adapted as well as new algorithms developed. For many 

years machine learning has been an integral part of many projects and research activities in the 

department. In the field of surface inspection, hybrids from the "classical" parameterizable methods 

(filters, morphology, edge detectors) and learning approaches are increasingly being used. Learning 

methods, such as "deep learning", require a large number of annotated data, which in an industrial project 

is usually neither affordable nor practical[4]. For this reason, it is necessary to model assumptions about 

the objects, you want to locate, and to use this modeling as a partial input for automated procedures. 

Because of this special data situation, the department's learning approaches are almost always model-

based (model-based machine learning). 

 

  

2. LITERATURE REVIEW 

Scene text recognition has generated significant interest from many branches of research. 

While it is now possible to achieve extremely high performance on tasks such as digit 

recognition in controlled settings , the task of detecting and labeling characters in complex 

scenes remains an active research topic. However, many of the methods used for scene text 

detection and character recognition are predicated on cleverly engineered systems specific to the 

new task. For text detection, for instance, solutions have ranged from simple off-the-shelf 

classifiers trained on hand coded features to multi-stage pipelines combining many different 

algorithms[7]. Common features include edge features, texture descriptors, and shape contexts. 

Meanwhile, various flavors of probabilistic model have also been applied, folding many forms of 

prior knowledge into the detection and recognition system. On the other hand, some systems 

with highly flexible 
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3. EXISTING TECHNOLOGY 
 3.1. Portable Camera-Based Assistive Text and Product Label Reading from Hand-Held Objects 

for Blind Persons 

 In this project a camera-based assistive text reading 

framework to help blind persons read text labels and product 

packaging from hand-held objects in their daily lives. To 

isolate the object from cluttered backgrounds or other 

surrounding objects in the camera view, first propose is an 

efficient and effective motion- based method to define a 

region of interest (ROI)[6]. This method extracts moving 

object region by a mixture-of-Gaussians-based background 

sub- traction method. In the extracted ROI, text localization 

and recognition are conducted to acquire text information.  

                      fig. 1. Portable device 

To automatically localize the text regions from the object ROI, the propose of text localization algorithm 

by learning gradient features of stroke orientations and distributions of edge pixels in an Adaboost model. 

The figure below shows the proposed work of this project. Which consists of the following: 

 Scene capturing device (a camera attached with a pair of spectacles). 

 Data processing device (a personal computer). 

 Audio output device (earphones). 

The drawbacks of this project are as follows : 

 Not portable 

 Inconvenient 

 Longer processing time 

 
3.2. Text Extraction and Recognition from Image using Neural Network. 

Extraction and recognition of text from image 

is an important step in building efficient indexing and 

retrieval systems for multimedia databases[5]. The 

primary objective of this project is to make an 

unconstrained image indexing and retrieval system 

using neural network. HSV based approaches has 

been adopted for color reduction. This approach show 

impressive results. The extraction of a set of features 

from each ROI for that specific color plane and use 

them further in a feature-based classifier to determine 

if the ROI contains text or non-text blocks. The blocks 

identified as text are next given as input to an OCR.  

 

                                                                      
                                                                                        fig. 2. Text region detection module            
The OCR output in the form of ASCII characters forming words is stored in a database as 

keywords with reference for future retrieval .The block diagram of text detection, extraction, recognition 

and storing is shown below along with the Block diagram of video retrieval based. 
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The major drawbacks of this projects are as follows: 

• Slower speed due to compressed domain processing. 

• System cannot detect non-horizontally text in an image.  

• Improvement for better tracking of text with complex motion. 

• Recognition accuracy is poor for text with complex background. 

• A more accurate OCR is needed to improve the quality of retrieval further. 

 

4. PROPOSED METHDOLOGY 

 
4.1 Process 

 
As the user opens the application the screen pops up with various options such as: 

• CAMERA: Here we can click the image using the camera option. 

• GALLERY: This option enables the user to select the image from the system’s gallery. 

• WEB BROWSER: This option allows the user to surf the web in order to select the image of his/her 

interest. 

 

 As the image is selected the it is processed in the application due to which the user gets the text 

extracted from that respective image. Later on the audio output is also obtained of the extracted text.  
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4.2 Flow Chart 
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5. RESULTS 

The results obtained are available in three various formats: 

 Blocks- This format is useful to locate the position of the text within the image. 

Lines- It is widely applicable in the language processing domain. 

Words- This is suitable for extracting information like expiry date, brand name. It can also be used for 

Emotion analysis.   

    In the next phase text along with the objects, along with the facial expression will be detected and 

recognized which is the future scope of this paper. 

 

Sr 

No. 
Scan image Outputs 

1. 
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2. 

 

 

 

3. 
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4. 

 

 

Table.  1.Result 

 Here we can see that for different orientations including various fonts and font-size max 

result is obtained. 

 

 6. CONCLUSION AND FUTURE SCOPE  

In this paper we have discussed about the problems faced by the unaided civilians and how they 

had to cope up with their day-to-day life. So in order to overcome their difficulties we have proposed 

an application “I.NTERACTIVE SCENE ANALYSIS” where in the first phase is text detection. Here 

the text is extracted from the image, detected and then converted into audio using talk back feature in 

order to assist the blind.  

    In the next phase text along with the objects, along with the facial expression[11],[12] will be detected 

and recognized which is the future scope of this paper. 

 

6.1 Challenges faced during Text Detection 

 

Brightness:The amount of light falling on the object determines the brightness of the image. Light falling 

on any object is never constant during day time. And if the text to be detected is placed under a shadow of 

another massive object then text detection  

becomes a challenging task to be performed. 
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 This is illustrated in the fig. below. 

 
fig. 3.Shadowed Image  

Various Orientation:  This is mainly concerned w.r.t. the alphabets. The image can have alphabets in 

various manner or orientation. The system must be capable of handling such  

difficulties. As shown in the fig. the character “V” may be in various forms 

 

 

 

 

 

 

 

 

                                                      fig. 4. Various Orientation 

Diverse Font and Font Sizes: There are various fonts and font sizes as shown in the figure aside which is 

a difficult task for a system. 

 

 
                                              fig. 5. Different fonts and font size  
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